
REPLY TO FRANCIS (2014) 
 
Francis’s previous critiques have been expertly criticized on both methodological and conceptual 
grounds (e.g., Galak & Mervis, 2012 Simonsohn, 2012; 2013). As Simonsohn (2013) noted:  
 

“In numerous one-off critique-articles, Francis presents evidence that individual 
psychology papers suffer from publication bias, and concludes that the results from 
these papers ought to be fully ignored. I recently argued the critiques themselves suffer 
from publication bias and, more importantly, that the recommendation to throw out all 
data does not follow from the presence of publication bias.” 

 
First, it’s important to be clear about what “publication bias” means. It doesn’t mean that anyone did 
anything wrong, improper, misleading, unethical, inappropriate, or illegal. Rather it refers to the well-
known fact that scientists in every field publish studies whose results tell them something interesting 
about the world, and don’t publish studies whose results tell them nothing. Francis uses sophisticated 
statistical tools to discover what everyone already knew—and what he could easily have discovered 
simply by asking us. Yes, of course we ran some studies on “consuming experience” that failed to 
show interesting effects and are not reported in our JESP paper. 
 
Let us be clear: We did not run the same study over and over again until it yielded significant results 
and then report only the study that “worked.” Doing so would be clearly unethical. Instead, like most 
researchers who are developing new methods, we did some preliminary studies that used different 
stimuli and different procedures and that showed no interesting effects. Why didn’t these studies 
show interesting effects? We’ll never know. Failed studies are often (though not always) inconclusive, 
which is why they are often (but not always) unpublishable. So yes, we had to mess around for a 
while to establish a paradigm that was sensitive and powerful enough to observe the effects that we 
had hypothesized. In one study we might have used foods that didn’t differ sufficiently in quality, in 
another we might have made the metronome tick too fast for people to chew along. Exactly how good 
a potato chip should be and exactly how fast a person can chew it are the kinds of mundane things 
that scientists have to figure out in preliminary testing, and they are the kinds of mundane things that 
scientists do not normally report in journals (but that they informally share with other scientists who 
work on similar phenomenon). Looking back at our old data files, it appears that in some cases we 
went hunting for potentially interesting mediators of our effect (i.e., variables that might make it larger 
or smaller) and although we replicated the effect, we didn’t succeed in making it larger or smaller. We 
don’t know why, which is why we don’t describe these blind alleys in our paper. 
 
All of this is the hum-drum ordinary stuff of day-to-day science—and all of this is very different than 
running exactly the same experiment over and over again and then publishing the 5% that worked by 
chance. That’s clearly bad practice, we don’t know anyone who does this, we have never done this, 
and we are glad that Francis doesn’t suggest we did. But Francis does suggest that our results 
should be ignored, and in so doing, he conveniently ignores the fact that our effects have now been 
conceptually replicated in at least three published papers: Buechel, Zhang, Morewedge, & Vosgerau 
(2014); Ebert & Meyvis (in press); and Novemsky & Ratner (2003). Francis’s methods have a host of 
other problems that have been described so well and so thoroughly by others that we won’t reiterate 
them here. 
 
So yes, Francis demonstrates what everyone already knew. Simonsohn (2013) said this in his most 
recent critique of Francis, but he also said something else of equal importance:  
 

“What are we learning from the (8 so far) Francis critiques? We are not learning that 
publication bias happens, we already knew that. We are not learning that the critiqued 
studies ought to be ignored, because that just does not logically follow from them 



containing publication bias. We are not learning that the critiqued studies have more 
severe publication bias than others, because Francis’ selective reporting of results, and 
non-representative selection of studies to analyze in the first place, prevents us from 
making such inference. What do we learn then? We learn that new statistical tools, 
perhaps especially those that provide potential critics with access to easy publications, 
can be misused. We learn, then, that developers of new tools ought to include in their 
papers safeguards to prevent their misuse… For instance, one could require critics to 
disclose how they selected the target of their critique...” 

 
The fact that Francis’s critiques are the result of “cherry picking” not only invalidates their conclusions, 
but also represents a potential misuse of statistical tools. Is that what happened here?  
 
We asked Francis why he picked our paper to criticize, and after just a little squirming he admitted 
that he had picked our paper because two of its authors—Gilbert and Wilson—had spoken out 
publically about problems in the so-called “replication revolution.” We initially found this so difficult to 
believe that we wrote to Francis to make sure we hadn’t misunderstood. Gilbert wrote: 
 

“Okay, I think I understand now… In the paper you sent us as an attachment, you 
specifically targeted our published paper in JESP because Wilson and I are its authors 
and we have spoken out on our blogs about problems with the so-called ‘replication 
revolution.’”  

 
Francis confirmed this statement with a one-sentence reply: “Yes, that’s the situation.” 
 
We have included our email correspondence with Francis below the references. Readers can see for 
themselves that Francis’s critiques are not just trivial, but are the result of targeting particular 
scientists because of their public speech. We believe that such targeting should be unacceptable to 
the scientific community. 
 
Carey Morewedge, Daniel Gilbert, & Timothy Wilson, 7-22-14 
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